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dynamics simulation study†
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Highmobility group box protein 1 (HMGB1) is an abundant, conserved, non-histone nuclear protein that can

serve as an alarmin, driving the pathogenesis of inflammatory and autoimmune diseases. In addition to its

intracellular functions, HMGB1 can be released to the extracellular environment where it mediates the

activation of the innate immune response, resulting in chemotaxis and cytokine release. HMGB1 contains

three conserved redox-sensitive cysteines (C23, C45, and C106), and modifications of these cysteines

determine the bioactivity of extracellular HMGB1. To advance our understanding of the redox-dependent

functional changes of HMGB1, we have modeled full-length HMGB1 and simulated three different states

of the protein, including its C23A and C106A mutants. Principal component analysis suggests that redox

states affect the disordered loop movements, and subsequently the domain movements, of the active B-

box domain that determines the fate of cytokine activity. We have also explored the free energy

landscape of the redox states of HMGB1 to understand their crucial structural differences. These findings

may have identified redox-dependent features that enable functional conformational transitions.

Furthermore, active HMGB1 was docked onto a complex of Toll-like receptor 4 and myeloid

differentiation factor 2 to predict the interactions that may provide helpful insights into the potential role

of HMGB1 as therapeutic target for numerous autoimmune diseases.
Introduction

High mobility group (HMG) proteins is a term given to a set of
non-histone nuclear proteins with high electrophoretic
mobility.1–3 The HMG proteins include three superfamilies
termed HMGB, HMGN, and HMGA. High mobility group box
protein 1 (HMGB1) is an abundant, conserved, non-histone
nuclear protein that has important biological activities, both
inside and outside the cell.4,5 Inside the cell, HMGB1 binds to
DNA and regulates gene transcription, along with several other
functions. For instance, in vivo studies have shown that
knocking out the HMGB1 gene results in the death of new born
mice affected with hypoglycemia, highlighting the crucial role
that this protein plays in the regulation of gene transcription.6

Upon cellular activation, injury or death, HMGB1 can be
translocated out of the cell. In the extracellular environment,
HMGB1 can serve as a damage-associated molecular pattern
(DAMP), where it can stimulate the innate immune system
either by itself, or as part of immunostimulatory complexes with
cytokines or other exogenous/endogenous molecules.7 The
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biological activities of HMGB1 depends on the location, context
and post-translational modication state of the protein.2

HMGB1 has a broad repertoire of immunological activities,
playing multiple roles in the pathogenesis of inammatory and
autoimmune diseases, andmediating processes such as repair.1

These activities reect the function of HMGB1 as an alarmin,
and its ability to engage diverse receptors, including Toll-like
receptors (TLRs) such as TLR2, TLR4, and TLR9.8 During
these interactions, post-translational modications of HMGB1
can inuence the receptor binding and downstream signaling
events.4,9 These post-translational modications include acety-
lation, phosphorylation, methylation, and changes in the redox
state of cysteine residues.

The structure of HMGB1 contains 215 amino acids, with
two DNA binding domains (A- and B-boxes) and a C-terminal
tail that contains a string of glutamic and aspartic acids.3

Investigation of truncation mutants of HMGB1 identied that
the B-box domain preserves the cytokine activity of HMGB1,
whereas recombinant A-box domain antagonizes the function
of the B-box domain.10 HMGB1 has two nuclear localization
sequences (NLSs), one located in the A-box (residues 27–43)
and the other in the B-box (residues 179–185). Four and ve
conserved lysine residues are present in NLS1 and NLS2,
respectively.11 The lysine residues in the NLSs are susceptible
to acetylation, resulting in the nuclear exclusion and
This journal is © The Royal Society of Chemistry 2016
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consequent release of HMGB1. HMGB1 has three conserved
redox-sensitive cysteines residues (C23, C45, and C106).
Modication of these cysteine residues inuences the bioac-
tivity of the extracellular form of HMGB1. The cytokine-
stimulating activity of HMGB1 depends on C23 and C45
being in a disulde linkage. At the same time, C106 must be
maintained in reduced form, as a thiol. This distinctive
molecular conformation enables HMGB1 to bind to the TLR4/
myeloid differentiation factor 2 (MD2)-complex, thereby
signaling to induce cytokine release.12 When the cysteine
residues in HMGB1 are in fully reduced form, HMGB1 cannot
activate the TLR4/MD2 signaling pathway.9 Likewise, complete
oxidation of those cysteine residues causes HMGB1 to lose its
immune-modulating activity. A similar effect is observed
following the substitution of C23, C45, or C106 with either
alanine or serine.9 These studies reveal that post-translational
modications of HMGB1 determine its role in inammation
and immunity.

Even though the understanding of the function of HMGB1
has advanced steadily during the last decade, many of the
extracellular biological functions of HMGB1 remain poorly
understood.3 At present, the stability of different forms of
HMGB1, as well as their fates, remains unknown. The redox-
dependent functional switching redox of HMGB1, in cells
and in the extracellular space, has sparked interest in the
discovery of new biological roles for this protein. To advance
our understanding of the redox-dependent functional changes
of HMGB1, we carried out molecular dynamics (MD) simula-
tions for different states of HMGB1, namely; HMGB1 con-
taining a disulde linkage (HMGB1S–S), HMGB1 with fully
reduced cysteines (HMGB1SH–SH), and HMGB1 with sulfonyl
cysteines (HMGB1SO3H). In addition, MD simulations were
carried out for the HMGB1 mutants; C23A (HMGB1C23A) and
C106A (HMGB1C106A). Furthermore, HMGB1S–S was docked
onto TLR4/MD2, since we reasoned that the predicted inter-
actions might provide helpful insights into the potential of
HMGB1 as therapeutic target for numerous autoimmune
diseases.

Materials and methods
1. Modeling of HMGB1

The full length of HMGB1 was built using I-TASSER.13,14 I-
TASSER server is an online web server for protein structure
prediction. It allows academic users to automatically generate
3D structures of macromolecules. C-score is a condence score
to estimate the quality of the models developed by I-TASSER. C-
score is typically in the range of [�5, 2], where higher C-score
values signify quality models. Disulphide bond between C23
and C45 of HMGB1S–S was built using Modeller soware.15

Modeller is widely used for comparative modeling of protein
three-dimensional structures. The user provides an alignment
of a target sequence and the known related structures as
templates to model a protein. The HMGB1SO3H was built using
Molecular Operating Environment (MOE; Chemical Computing
Group Inc., Montreal, Canada). All the models can be down-
loaded from the gshare link.16
This journal is © The Royal Society of Chemistry 2016
2. Molecular dynamic simulations

Simulations were performed for HMGB1S–S, HMGB1SH–SH,
HMGB1SO3H, HMGB1C23A, HMGB1C45A and HMGB1C106A using
GROMACS 5.0 soware.17 The parameters were assigned for
proteins using an AMBER99SB-ILDN force eld.18 A cubic box
was set up by specifying a distance of 10 Å between the protein
and the box edge. The systems were then solvated using the
TIP3P water model,19 and were neutralized by adding an
appropriate number of counter-ions. All bonds were con-
strained using the LINCS algorithm,20 allowing an integration
time step of 2 fs. The Verlet cutoff scheme21 was used with
a minimum cutoff of 10 Å for short-range Lennard-Jones
interactions, and with real-space contributions to the smooth
particle mesh Ewald algorithm,22 which was used to compute
long-range electrostatic interactions. A stepwise protocol was
employed for equilibration, beginning with a 500 ps simulation
under constant volume (NVT) conditions, followed by a further
500 ps switching to constant pressure (NPT) conditions. All
production simulations were performed with a 2 fs time step,
and the coordinates were saved every 2 ps under constant
pressure (1 bar) and temperature (300 K) without any position
restraints. Production simulations were carried out for 100 ns at
constant temperature (300 K) on the redox state models of
HMGB1S–S, HMGB1SH–SH, HMGB1SO3H, HMGB1C23A, and
HMGB1C106A.
3. Protein–protein interactions

Docking was performed by taking the representative lowest
energy conformation of the HMGB1S–S model (100 ns simula-
tion) from the free energy landscape (FEL) analysis, and by
taking the X-ray crystal structure of the human TLR4/MD2
complex (PDB code: 3FXI). Hetero atoms were removed from
the TLR4/MD2 complex. As an initial step, the protein structure
was prepared by assigning hydrogen atoms, followed by brief
energy minimization. The residues at the TLR4/MD2 protein
interface were predicted using InterProSurf,23 which predicts
residues in proteins that are most likely to interact with other
proteins. InterProSurf can be used most efficiently to locate
functionally important sites on the protein surface, when
combined with evolutionary information on protein sequences,
and with data from mutagenesis experiments. The predicted
protein–protein interactions interface residues for TLR4 were:
M41, E42, F63, D84, R87, T110, V132, E135, H159, S183, L212,
K230, R234, R243, F263, R264, N265, R289, V316, V338, and
N339. The predicted interface residues for MD2 were: Y42, I66,
R68, M85, N86, L87, P88, R90, R96, S98, D99, D100, D101, Y102,
S103, R106, L108, K109, G110, E111, T112, T115, T116, S118,
G123, I124, K125, and S127. Sites known to interact from
experiments were also used to guide the docking process. The
active sites residues in the TLR4/MD2 complex were dened as
follows: R264, E439, K341, K362, S416, N417, F440, L444, and
F463 for TLR4. K58, V82, M85, L87, R90, S118, K122, G123, I124,
K125, and F126 for MD2.24 The TLR4 binding domain was used
as an active site for HMGB1S–S. HADDOCK25,26 is a docking
method that works based on the available experimental
knowledge about interface regions among molecular
RSC Adv., 2016, 6, 100804–100819 | 100805
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components and their relative orientations. Compared to other
docking programs, HADDOCK allows the conformational
changes in molecules during complex formation. HADDOCK
has also performed well in several blind docking experiments
and is currently the most cited biomolecular docking program.
The neighbouring residues of all structures were considered as
passive residues for this docking protocol. The best docked
cluster was selected based on the HADDOCK score and the
RMSD. The MD simulation procedure described above was also
applied to TLR4/MD2/HMGB1S–S using a 25 ns production run.
4. Principal component analysis and free energy analyses

Principal component analysis (PCA) is a statistical method
which can be used to describe the most relevant correlated
motions, using a new basis set directly reecting the collective
motions undergone by the system. A detailed description of the
method is found elsewhere.27,28 High-amplitude, concerted
motion in the protein trajectories, through the eigenvectors of
the covariance matrix of protein atomic uctuations, can be
unveiled using PCA. The rst 20 projection eigenvectors of the
protein were extracted from simulated complexes and analyzed
for their cosine content. The rst two eigenvectors (PC1 and
PC2) having cosine content less than 0.2 were used to dene the
FEL analyses. The analyses were done using the bio3d29 module
in the R analytic soware tool. The g_sham module of the
GROMACS package was used to calculate the FEL. Contour
maps of the FEL were generated using a trial version of Math-
ematica (Wolfram Research, USA).
5. Dynamical cross-correlation matrix (DCCM) calculations

The time correlated motions (DCCM) of backbone atoms during
simulation of the proteins were calculated over the entire
trajectory, using the bio3d module of the R analysis tool. A
snapshot was taken at every 50 ps interval of the trajectory, and
a covariance matrix was generated between residues i and j.
Before the generation of the covariance matrix, overall trans-
lational and rotational motions of the protein were removed. A
cross-correlation coefficient was calculated for backbone atoms.
6. Analyses

The method we followed to determine the binding free energy,
following the MM/PBSA approach, has been described previ-
ously.30,31 In this work, Dpolar and Dnonpolar values were
calculated with APBS.32 The GMXAPBS analysis tool33 in GRO-
MACS was used to predict the binding free energy. Structures
were selected every 100 ps from the last stable 10 ns simulation
trajectory of the 25 ns simulation of the docked TLR4/MD2/
HMGB1S–S. Instead of performing simulations on the single
mutant complexes, it is possible to perform binding free energy
calculations of alanine mutant complexes using the MM/PBSA
approach on snapshots taken from the wild-type simulation.
We performed the in silico alanine scanning onHMGB1S–S using
the TLR4 binding domain in the docked complex. Tools in
GROMACS were used for the trajectory analyses. All visualiza-
tions were performed using Chimera34 (UCSF, San Francisco,
100806 | RSC Adv., 2016, 6, 100804–100819
USA) and PyMOL (The PyMOL Molecular Graphics System,
Version 1.5.0.4 Schrödinger, LLC).

Results
1. Modeling the isoforms of HMGB1

The protein sequence of human HMGB1 was retrieved from
UniProt (ID: P09429) and queried against the Protein Data Bank
(PDB) using the PSI-BLAST server. The results showed a 77%
identity with the human tandem HMG box domain, whose
solution-structure had been determined by a structural
genomics/proteomics initiative (PDB code: 2YRQ). Most of the
sequence in the C-terminal tail presented no similarity. There-
fore, we used the I-TASSER server to model the full-length
protein.13 The I-TASSER server is one of the most widely used
online systems for automated protein structure prediction and
structure-based functional annotation.14 The core programs
have been extensively tested in benchmarked, blinded experi-
ments, which have established the advantage of the I-TASSER
server over other state-of-the-art methods. The I-TASSER
server used the template structure (PDB code: 2YRQ) for
model building, and for consensus agreement using the PSI-
BLAST server. Out of 215 amino acids, 173 matched the struc-
ture of HMGB1. For the remaining C-terminal tail regions
(residues 174–215), secondary structure prediction suggested
them to be coiled regions. The I-TASSER model was chosen
based on “C-score” (Fig. 1a). A C-score is a reliability score used
to estimate the quality of models predicted by I-TASSER. It
should be noted here that a few structures of A- and B-box
domains are available. These structures have been solved
separately, in complex with DNA, or in complex with other
proteins.35–38 The HMGB1 structure consists of an A-box DNA
binding domain (residues 1–79), linker loop 1 (residues 80–88),
a B-box DNA binding domain (residues 89–162), linker loop 2
(residues 163–185), and the C-terminal tail (residues 186–215).
There are two NLS signal domains, NLS1 (residues 27–43) and
NLS2 (residues 178–186). The important TLR4 binding domain
is located in the B-box domain (residues 89–108). One of the
important residues, C106, is located in the TLR4 binding
domain. On the other hand, the other two key residues, C23 and
C45, are located in the A-box DNA binding domain. HMGB1 is
a helical protein with three helices in each of the A- and B-box
domains. The remaining C-terminal tail is a coiled region
including a small helical region. Hereaer, we will take residues
1–79 to be the A-box DNA binding domain, residues 80–88 to be
linker loop 1, residues 89–108 to be the TLR4 binding domain,
residues 89–162 to be the B-box DNA binding domain, residues
163–185 to be linker loop 2, and residues 186–215 to be the C-
terminal tail. Intrinsically disordered regions have been re-
ported in HMGB proteins;39 therefore we sought to predict
them. Those regions have a functional role, such as the basic
disordered C-terminal tail, which becomes structured upon
binding to DNA. The consensus disordered regions predicted
using the MetaDisorder40 server suggested that the N-terminal
region of the protein (residues 1–12), and parts of the A-box
domain, B-box domain, and the C-terminal tail contain disor-
dered regions, including part of TLR4 binding domain (Fig. 1b).
This journal is © The Royal Society of Chemistry 2016
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Fig. 1 Modeled structure of HMGB1. (a) The figure shows the lowest energy structure of modeled full-length active HMGB1. Protein is shown in
ribbon representation. The A-box domain consists of residues 1–79 (yellow). Linker loop 1 consists of residues 80–88 (green). The B-box domain
consists of residues 89–162 (blue). The TLR4 binding domain consists of residues 89–108 (red). Linker loop 2 consists of residues 89–162 (pink).
The C-terminal tail consists of residues 186–215 (orange). The figure was generated using PyMOL. (b) Predictions of disordered regions in
HMGB1. The predictions were made using MetaServer. Each color denotes the primary method of prediction. (c) Isoforms of HMGB1, their MD2
binding ability, and their cytokine/chemokine activity are shown.
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Next, we used the full-length structural model of HMGB1,
building a disulde bond between C23 and C45 using Mod-
eller.41 The sulfonyl cysteines and other mutant proteins were
prepared using MOE. The full-length of structures of HMGB1 in
different redox states were energy minimized fully, and simu-
lated for 100 ns, for further study. The validation of modeled
active and inactive HMGB1 states was reasonably good and the
scores are presented in Table S1.†
2. Fully reduced HMGB1 becomes destabilized, leading to
increased exibility

To gain insight into the mechanism of HMGB1 activity, we
simulated (100 ns) three different redox states of HMGB1;
namely HMGB1S–S, HMGB1SH–SH, and HMGB1SO3H. The
HMGB1C23A, HMGB1C45A and HMGB1C106A mutants were also
simulated. The isoforms of HMGB1, MD2 binding, and
cytokine/chemokine activity are shown in Fig. 1c. Fig. 2a shows
the root mean square deviations (RMSD) of the structures
sampled during MD simulations, from their respective starting
structures. Examination of the data presented in the RMSD
plots shows that HMGB1S–S was stable from about 40 ns during
the production phase of the MD simulations. This result was
anticipated, owing to the disulde bond between C23 and C45.
This journal is © The Royal Society of Chemistry 2016
The trajectory for HMGB1SH–SH showed that the equilibrated
structure deviated by �10 Å from the starting structure. When
compared to HMGB1S–S, the structure had deviated by �5 Å.
The major structural changes occurred during the initial 20 ns,
with a sudden increase in the RMSD to �10 Å. The structural
deviation then proceeded rather slowly over the rest of the
simulation, reaching a nal value of �15 Å. In the case of
HMGB1SO3H, the major structural changes occurred during the
initial 1–5 ns, remaining relatively stable thereaer. In the case
of HMGB1C106A, the structure was dynamic throughout the
simulation, similar to HMGB1SH–SH. In contrast, in the case of
HMGB1C23A, the trajectory did not stabilize until 40 ns,
remaining stable thereaer. It is apparent from the results that
the HMGB1SH–SH and HMGB1C106A structures were dynamic
throughout the simulation. The trajectories of HMGB1SO3H and
HMGB1C23A were rather similar, with comparable RMSD
proles. The absence of the C23–C45 disulde bond led to an
increased exibility in the HMGB1SH–SH, HMGB1SO3H,
HMGB1C23A, HMGB1C45A, and HMGB1C106A simulated models.

Root mean square uctuation (RMSF) analyses are depicted
in Fig. 2b. From these data, it is clear that for all the proteins the
RMSF is indeed higher than that of HMGB1S–S, except for the
HMGB1C23A model. HMGB1C23A had similar uctuations to
RSC Adv., 2016, 6, 100804–100819 | 100807
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Fig. 2 Stability of the redox states of HMGB1. Color codes: HMGB1S–S (green), HMGB1SH–SH (red), HMGB1SO3H (yellow), HMGB1C23A (orange),
HMGB1C45A (gray) and HMGB1C106A (blue). Molecular dynamics simulations (100 ns) of the different redox states of HMGB1. Prepared using
Matplotlib. (a) Graph of RMSD of the protein backbone atoms with respect to the initial structure. (b) RMSF values for each of the simulated
complexes are indicated and compared. (c) Radius of gyration (Rg) values. (d) Minimum distance between C23 and C45 residues.
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HMGB1S–S. Notable differences were observed in the uctua-
tions of HMGB1C23A in two locations; near the TLR4 binding
domain, and in the C-terminal tail. For the HMGB1SH–SH,
HMGB1SO3H, and HMGB1C106A models, higher uctuations were
observed across all residues when compared to the HMGB1S–S

model. From these data, it is clear that the RMSF of the inactive
HMGB1 species are indeed higher than that of active HMGB1.
Specically, higher exibility was observed in the TLR4 binding
domain, as well as the B-box domain of HMGB1SH–SH. It is well
known that the TLR4 binding domain is crucial for cytokine
inducing activity, and that this region undergoes signicant
conformational changes. We also computed the radius of gyra-
tion (Rg) as a function of time, because any destabilization of the
protein structure would result in a large increase in Rg values.
The Rg was calculated for the models, as shown in Fig. 2c. For
HMGB1S–S, a relatively steady Rg was maintained throughout the
simulation, suggesting that form of the protein is stable. In
contrast, drastic Rg changes were observed for the other proteins
modeled. In particular, the Rg plots for HMGB1SH–SH showed an
increase of �6 Å.

To address the potential role played by the disulde bond in
the activity of HMGB1, we assessed whether its presence inu-
enced the secondary structure of HMGB1 through simulations
of the protein bearing single point mutations. Unusually, the
secondary structure was comparable with that of HMGB1S–S,
100808 | RSC Adv., 2016, 6, 100804–100819
except for a few regions. The C23–C45 bond is positioned
between the two helices (I and II) in HMGB1. We alsomonitored
the distance between the cysteines. The closest distance
attained during the simulation is shown in Fig. 2d. As expected,
the disulde bond in HMGB1S–S was stable throughout the
simulation. At the beginning of the simulation onHMGB1SH–SH,
the distance between C23 and C45 was about 4 Å, and aer
uctuating somewhat, it nally stabilized. These results clearly
indicate that the disulde bond structurally stabilizes the
protein. However, in the case of HMGB1SO3H, the distance
between C23 and C45 was around 3 Å, and that distance
remained stable throughout the simulation. As reported previ-
ously, any mutation in one of the cysteine residues signicantly
reduces the activity of HMGB1; thus it was suggested that this
disulde bond makes a structural contribution to the ability of
the protein to function normally during its activation
mechanism.10
3. A disulde bond maintains the inter-domain movements
during the activity of HMGB1, and may protect HMGB1 from
destabilization events

To explore dynamic movements we evaluated dynamical cross-
correlation maps (DCCMs) of backbone atoms for all the
complexes (Fig. S1a–f†). There was a clear domain
This journal is © The Royal Society of Chemistry 2016
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decomposition observed for HMGB1S–S, with both correlated
and anti-correlated motion, in contrast to HMGB1SH–SH,
HMGB1SO3H, HMGB1C23A, HMGB1C45A, and HMGB1C106A

complexes. In the case of HMGB1SH–SH, part of the A- and B-box
domains, along with linker loop 2, exhibited anti-correlated
motions, in contrast to HMGB1S–S. The main difference was
observed in an increased level of anti-correlated motion for
HMGB1SH–SH andHMGB1SO3H, when contrasted with HMGB1S–S.
Specically, the TLR4 binding domain HMGB1S–S showed
signicant differences from the other models, suggesting
differences in domain motion.

In addition, PCA was carried out using the MD simulation
trajectories. PCA highlighted the differences in motion of the
following complexes: the active HMGB1S–S, and the inactive
HMGB1 species comprising HMGB1SH–SH, HMGB1SO3H,
HMGB1C23A, HMGB1C45A, and HMGB1C106A. PCA identies
appropriate low energy displacements of groups of residues, and
highlights the amplitude and direction of dominant protein
motions by projecting the trajectories onto a reduced dimen-
sionality space, thus distilling the slow modes captured in the
trajectories.27 These collective motions represent the critical
biological motions that determine the functional state of
a protein. To gain insight into functional signicance, we
generated movies for all the complexes to visualize the motions
of the three dominant PCs (Movies S1 to S6†). The rst three PCs
cover 70.9% of the overall motion of HMGB1S–S (Fig. S2a†). Both
components are dominated by internal motions, as well as the
overall translational motion of the protein. In the case of
HMGB1S–S, the A- and the B-box domains move in opposite
directions (i.e. the A-box domain rotates clockwise and B-box
domain rotates anti-clockwise). Both of the PCs involve
substantial motions of linker loop 1 and the TLR4 binding
Fig. 3 Free energy landscape (FEL) of the HMGB1S–S model. The FEL
coordinates for HMGB1S–S. The major basins are labeled (I to III). Represe
TLR4 binding domain is identified by arrows. Dark blue represents the m

This journal is © The Royal Society of Chemistry 2016
domain, which leads to the movement of the A- and B-box
domains in opposite directions (Movie S1†). We note that the
motion of the TLR4 loop is necessary, and this may be the reason
for the activity of HMGB1S–S. The global shape and conformation
of HMGB1S–S remain intact, which likely modulates binding
interactions with its receptors. This analysis suggests that active
HMGB1S–S undergoes coupled, non-contact domainmovement.42

The rst three PCs cover 78.9% of the overall motion of
HMGB1SH–SH (Fig. S2b†). Owing to absence of a disulde bond
in HMGB1SH–SH, helix I and helix II were not intact in the A-box
domain, which leads to prominent and dramatic movement of
linker 1 loop, and affects the organized B-box domain in turn
(Movie S2†). In particular, the orientation of the B-box domain,
together with the lack of movement in the TLR4 binding
domain loop, were also different when compared to HMGB1S–S.
Flexibility was observed in both the N-terminus and the C-
terminal tail in HMGB1SH–SH. The rst three PCs cover 81% of
the overall motion in HMGB1SO3H (Fig. S3a†). When the B-box
domain in HMGB1SO3H was compared to that in HMGB1SH–SH,
it was found to adopt an opposite orientation, and to have
different motions. The A-box domain of HMGB1SO3H remained
intact. The TLR4 domain in HMGB1SO3H adopts yet a different
orientation, and it moves differently, leading to an inward
movement of the B-box domain. In addition, movement was
observed in the N-terminal loop (Movie S3†). The rst three PCs
cover 63% of the overall motion in HMGB1C23A (Fig. S3b†).
HMGB1C23A had N-terminal movement, and both the orienta-
tion and motions of its B-box domain were affected (Movie S4†).
Alterations were also observed in the conformations of the B-
box domain. In case of C45A, the rst three PCs cover 59.06%,
which is different from rest of the HMGB1 simulated states
(Fig. S4a†). In the case of C106A, rst three PCs cover 85% of the
was calculated using the first two principal components as reaction
ntative lowest energy structures from the three states, are shown. The
ost favorable conformation.
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overall motion in HMGB1C106A (Fig. S4b†). In HMGB1C106A, the
dramatic movement of the A-box domain induced the outward
movement of the B domain (Movie S6†). It is clear from the
scatter plot (Fig. S2–S4†) that the eigenvectors computed from
the MD trajectories of the systems are quite varied, which
indicates clearly the differences in protein motion between the
active and inactive redox forms of HMGB1. These results further
conrm that there are differences in the inter-domain move-
ments between active and inactive forms of HMGB1. Thus, the
differences between the various structures sampled during the
simulation arise from inter-domain movements.
4. Free energy landscape analyses of conformational
changes in HMGB1

The energy landscape theory of protein folding advances the
understanding that the mechanism of folding is regulated by the
formation of native contacts, leading to a funnel-shaped energy
landscape, in which energy decreases with increasing formation
of the native structure.43 The FEL offers a valuable resource for
understanding different conformation states in the folding
process and their pathways of interconversion.44 The dynamics
responsible for protein conformational changes, are governed by
the properties of the conformational energy landscape. These
conformational changes range from large-scale protein folding to
smaller changes, such as those achieved by different redox states.
To obtain the FEL, we performed PCA on the ve simulated
structures (HMGB1S–S, HMGB1SH–SH, HMGB1SO3H, HMGB1C23A,
Fig. 4 Free energy landscape (FEL) of the HMGB1SH–SH model. The FEL
coordinates for HMGB1SH–SH. The major basins are labeled (I to IV). Repre
transition of the structure is clearly visible. Dark blue represents the mos

100810 | RSC Adv., 2016, 6, 100804–100819
HMGB1C45A, and HMGB1C106A), and determined the two prin-
cipal axes that span the conformational space. A FEL plot was
then generated, using PC1 and PC2, to understand the confor-
mational changes that the structure of HMGB1S–S undergoes
during the course of simulation (Fig. 3). There were two major
basins observed, as well as a minor basin (HMGB1S–S). The
regions of the conformational space corresponding to these
basins are referred to as region I, II and III. The depth of an
energy minimum represents the thermodynamic stability of
a protein; the heights of barriers separating energy minima
dictate the kinetic stability of a protein, that is, how readily it can
leave one conformation and sample another; and the width of an
energy minimum correlates with the breadth of the conforma-
tional ensemble within the energy well.45 The FEL suggests that
the changes were relatively local in nature, occurring in turns and
loops. Changes were observed in the orientations of the B-box
domain arising from differences in loop movements. Different
sub-states have the same overall structure but they differ in
detail. For instance, they perform the same function, perhaps
with different rates.46 It seems likely from these results that the
topology of the domains is stable and that the main changes are
in the loop regions, including the functionally important TLR4
binding domain. Considering that loops are disordered regions,
we can expect them to adopt different conformations. The multi-
conformational sub-states instantiated by loop motions provide
opportunities for the protein to interact with multiple, structur-
ally dissimilar partners of functional importance.47 The structure
was calculated using the first two principal components as reaction
sentative lowest energy structures from the four states are shown. The
t favorable conformation.

This journal is © The Royal Society of Chemistry 2016
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found to be lowest in the major basin was used as a reference
structure for further studies.

In the case of HMGB1SH–SH, the regions of the conforma-
tional space corresponding to these basins are referred to as
region I, II, III, and IV (Fig. 4). As can be seen, there are clearly
observable changes in the conformation of the structure. One
clear pathway leading to unfolded structures can be found by
looking at the distribution of congurations, from state I to
state IV. Hierarchical landscapes characterize the dynamical
behavior of proteins, which in turn depends on the relationship
between the topology of the basins, their transition paths, and
their kinetics over energy barriers.48 It appears from the struc-
tures from the FEL plots, as well as from the movie (Movie S2†),
that without the constraint of the disulde bond the direction of
domain A and B-box domains disorganized, resulting in events
that destabilize the protein. The variable loops of the protein
structures allow both A and B domains to move in opposite
directions, leading to differences in domain orientation. In
addition, the collapse of tertiary structures and the occurrence
of changes in the N-terminus, were observed during the simu-
lation. These alternative conformations may enable functional
interactions by exposing interactive surfaces, providing oppor-
tunities for new, favorable interactions (e.g. chemokine activity).
We showed that the loss of disulde bond brings about a large
destabilization, giving rise to dramatic changes in the structure
of HMGB1SH–SH. Therefore, the disulde bond in HMGB1 is
undoubtedly critical for stabilizing the structure. These ndings
may represent the general features of conformational transi-
tions within the inactive state of HMGB1SH–SH.

In the case of HMGB1SO3H, the transition that the B domain
makes from the state I to IV, when its orientation turns inwards,
Fig. 5 Free energy landscape (FEL) of the HMGB1SO3H model. The FEL
coordinates for HMGB1SO3H. The major basins are labeled (I to III). Re
represents the most favorable conformation.

This journal is © The Royal Society of Chemistry 2016
is clearly visible (Fig. 5). The passage over four global states of
HMGB1SO3H is clearly seen as the result of two principal modes
of reconguration. The shape of HMGB1SO3H was altered
dramatically by oxidation. Movement was also observed in the
N-terminus, and there were many minor basins. Fig. 6 shows
the FEL of HMGB1C23A, which contains three energy basins.
Two major changes were observed in the three energy basins.
The change in the orientation of helix III in the A-box domain
was clearly visible in all three structures. Further, changes in the
orientation of the B-box domain, and the change in the TLR4
binding domain region in particular, were observed. When the
structures of HMGB1S–S and HMGB1C23A were superimposed, it
became clear that the A-box domain is affected by the mutation,
and that this in turn affects the orientation of the B-box domain.
The HMGB1C45A has two major energy basins. The two struc-
tures are different and the loop regions affect the domain
movement. The mutations HMGB1C23A and HMGB1C45A affect
the structure quite differently (Fig. 7). In the case of
HMGB1C106A, three major energy basins were observed, as well
as two minor energy basins (Fig. 8). Even a minor change in the
TLR4 binding domain would cause a difference in the orienta-
tion and organization of the A and B domains. Mild mutation
will initially shi the folding routes if one set of routes to the
native structure is completely blocked by a very destabilizing
mutation.49 When HMGB1C106A was superimposed with active
HMGB1S–S, it became clear that the B-box domain was affected.
5. Model of the TLR4/MD2/HMGB1S–S complex

Previous reports had demonstrated that extracellular TLR4/
MD2 complexes bind specically to the cytokine-inducing
was calculated using the first two principal components as reaction
presentative structures from the three states are shown. Dark blue
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Fig. 6 Free energy landscape (FEL) of HMGB1C23A model. The FEL was calculated using the first two principal components as reaction coor-
dinates for the HMGB1C23A mutant. The major basins are labeled (I to III). Representative structures from the three states are shown. Dark blue
represents the most favorable conformation.
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disulde isoform of HMGB1S–S.50 Therefore, we were interested
in predicting the interaction between HMGB1S–S and the TLR4/
MD2 complex. Experimental studies have reported that in
mutants of HMGB1, the A-box domain acts as an antagonist51 to
HMGB1, whereas the B-box domain exerts its cytokine-inducing
function.10 Residues 89–108 contain the minimal sequence for
the pro-inammatory activity of the B-box.10 Hence, we have
chosen those residues as the active site for HMGB1S–S.
Fig. 7 Free energy landscape (FEL) of HMGB1C45A model. The FEL was
dinates for HMGB1C45A mutant. The major basins are labeled (I and II).
represents the most favorable conformation.

100812 | RSC Adv., 2016, 6, 100804–100819
Experimental studies have also reported that the active sites
residues for TLR4/MD2 are dened as follows: in TLR4; R264,
K341, K362, S416, N417, Q436, E439, F440, L444, and F463; and
in MD2; K58, V82, M85, L87, R90, S118, K122, G123, I124, K125,
and F126.24 It has been suggested that oligomerized HMGB1
binds to the TLR4/MD2 complex with a higher affinity than
monomeric HMGB1.52,53 However, our aim was to predict the
interaction mode between TLR4/MD2 and monomeric HMGB1
calculated using the first two principal components as reaction coor-
Representative structures from the three states are shown. Dark blue

This journal is © The Royal Society of Chemistry 2016
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Fig. 8 Free energy landscape (FEL) of the HMGB1C106A model. The FEL was calculated using the first two principal components as reaction
coordinates for the HMGB1C106A mutant. The major basins are labeled (I to IV). Representative structures from the three states are shown. Dark
blue represents the most favorable conformation.
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by docking. Additionally, owing to the complexity of the simu-
lation, we docked monomeric HMGB1 on to only one TLR4/
MD2 heterodimer. It has been shown experimentally that the
TLR4/MD2/HMGB1S–S complex is capable of signaling, without
needing a ligand such as lipopolysaccharide (LPS).3 Therefore
we have used only the TLR4/MD2 complex for docking. TLR4
adopts the characteristic horseshoe shape of the leucine-rich
repeat superfamily. MD2 adopts a structure with a b-cup fold
composed of two anti-parallel b-sheets, which form a large
hydrophobic pocket.24 Ten different clusters of docked TLR4/
MD2/HMGB1S–S complexes were suggested by HADDOCK.26

One important feature of the best ranked conformations in
HADDOCK is that the interaction regions that are represented
are similar to each other. The differences were only in the
orientation of the A-box domain. The rst three binding modes
are shown in Fig. S5a–c.†

Out of three conformations of active HMGB1S–S models given
in Fig. 3, two of them have similar binding conformations
(Fig. S6†). However, for TLR4/MD2/HMGB1S–S model III, the
orientation of binding is different. Since the loops are exible in
binding orientation, B box domain changes the binding pose.
This may also be due to the change in loop conformation of
HMGB1S–S. The consensus and lowest energy structures among
the docked complexes were selected and used for 25 ns MD
simulations. In order to understand the binding modes of
inactive HMGB1 redox states, we docked HMGB1SH–SH,
HMGB1SO3H, HMGB1C23A, HMGB1C45A, and HMGB1C106A and
are shown in Fig. 9. The protein–protein interaction energies
This journal is © The Royal Society of Chemistry 2016
are presented in Table S2.† Due to the redox states, the inter-
domain movement of HMGB1 was affected and as a result,
the binding conformations change drastically. The binding
differences are clearly visible between active and inactive
HMGB1 states. Furthermore, it seems from this analysis that
the geometry of active site is essential for the active HMGB1S–S.
To obtain a FEL prole, we performed PCA and determined the
two principal axes that span the conformational space
(Fig. S7†). The RMSD of the complex suggests that in last 10 ns
of the simulation, the trajectory was comparatively stable. The
lowest energy structures from three major basins of the FEL
were superimposed, and these are shown in Fig. S7.† The
conformational change in the orientation A-box is clearly
visible. Aer MD simulations, the lowest structure of the FEL
was analyzed to identify residues within a radius of 3.5 Å from
the complex that form hydrophobic or electrostatic interac-
tions, or that form hydrogen bonds. Fig. 10a–d shows the
interaction mode of TLR4/MD2 and HMGB1S–S, and the inter-
acting residues. The docking interaction suggests that there are
hydrogen bonds, ionic interactions, and also a few hydrophobic
interactions between TLR4/MD2 and HMGB1S–S (Table 1). MD2
residues S28, S45, N47, Q53, K58, and N158 form hydrogen
bonds with HMGB1S–S residues K96, R110, S107, K96, Y96,
Y155, and K173, respectively. Ionic interactions were observed
between MD2 (Q53 and N158) and HMGB1S–S (K96 and N173).
Only one hydrophobic interaction was observed, between MD2
W23 and HMGB1S–S F103. In case of TLR4 and HMGB1S–S, the
residues D238, Q266, N268, D294 and K146, K150, K147, K154,
RSC Adv., 2016, 6, 100804–100819 | 100813
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Fig. 9 Binding poses of active and inactive HMGB1 redox states. (a) HMGB1S–S, (b) HMGB1SH–SH, (c) HMGB1SO3H, (d) HMGB1C23A, (e) HMGB1C45A,
and (f) HMGB1C106A.
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form hydrogen bonds. Moreover, the ionic interactions were
observed between TLR4 residues (Q135, D238, Q266, D294), and
HMGB1S–S residues (K112, K146, K150, K147, K154), and there
were no hydrophobic interactions within the docked complex.
The hydrogen, ionic and hydrophobic interactions of TLR4/
Fig. 10 The bindingmode of HMGB1S–S docked with the TLR4/MD2 com
cartoon representation. The TLR4 domain is shown in blue and cyan. MD
in red. (b) Interacting residues of TLR4/MD2 are shown in red, with residu
residue labels. (d) The TLR4/MD2/HMGB1S–S complex is shown. For clar

100814 | RSC Adv., 2016, 6, 100804–100819
MD2 and HMGB1S–S were observed during the MD simula-
tion. The interactions were relatively stable (Fig. S8†). In
summary, docking simulations suggest that both hydrogen
bonding and ionic interactions contributed to HMGB1 binding
with TLR4/MD2.
plex. (a) The overall bindingmode of TLR4/MD2/HMGB1S–S is shown in
2 is shown in green and yellow. The docked HMGB1S–S model is shown
e labels. (c) Interacting residues of HMGB1S–S are shown in yellow, with
ity, only a few important hydrogen bonding residues are depicted.

This journal is © The Royal Society of Chemistry 2016
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Table 1 Residues in the TLR4/MD2 interactionwith HMGB1S–S, within a distance of 3.5 Å. An asterisk (*) denotes experimentally confirmed active
residues

Complex
Hydrogen bond interacting
residues Hydrophobic interacting residues Ionic interactions

MD2/HMGB1 S28$OG/K96$NZ* W23$CZ3/F103$CZ* E53$OE1/K96$NZ*
S45$OG/R110$NZ
N47$ND2/S107$OG
E53$OE1/K96$NZ* N158$OCZ/K173$NZ
K58$O/Y155$OH
N158$OCZ/Y173$NZ

TLR4/HMGB1 D238$OD2/K146$NZ E135$OE2/K112$NZ*
D238$OD1/K150$NZ D238$OD1/K146$NZ
E266$OE2/K147$NZ D238$OD2/K150$NZ
N268$O/K150$NZ E266$OE2/K147$NZ
D294$OD2/K154$NZ D294$OD2/K154$NZ
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We next investigated the energetic parameters driving the
interaction between TLR4/MD2 and HMGB1S–S by performing
binding free energy calculations on the complex using
a molecular mechanics Poisson–Boltzmann surface area (MM/
PBSA) approach.30 The MM/PBSA method calculates the free
energy of binding as the difference between the free energy of
the complex and the free energy of the receptor and the ligand,
averaged over a number of trajectory snapshots. To investigate
the role of the TLR4 binding domain loop, we mutated the loop
residues and recalculated the binding free energies. The results
of these calculations are summarized in Table 2. The residues
A94, P98, P99, and A101 were not used for alanine scanning.
When the total binding energies were decomposed into indi-
vidual components, we found the van der Waals, and non-polar/
non-polar solvation interaction energy terms were the domi-
nating factors holding the TLR4/MD2/HMGB1S–S complex
together. Dramatic changes in the free energy were observed in
the complexes of HMGB1 mutants (C45A, D91A, N93A, R97A,
and E108A) suggesting that these residues play a signicant role
Table 2 MM/PBSA binding free energies (kJ mol�1) for the TLR4 binding d
1 Binding free energies; 2 polar terms; 3 non-polar terms; 4 coulombi
solvation terms

Name DG1 Dpolar2 Dnonpolar3 D

TLR4-MD2-HMGB1 �117.3 � 40.1 454.3 �576.6 1
C23A �19.1 � 38.7 516.6 �535.7 1
C45A 25.1 � 37.1 531.7 �506.6 1
F89A �105.4 � 38.2 433.8 �539.2 1
K90A �30.8 � 41.7 542.1 �573.0 2
D91A 242.0 � 37.2 803.9 �561.9
N93A 150.1 � 39.0 693.1 �543.1 1
K96A �113.9 � 41.6 438.8 �552.6 2
R97A 498.9 � 43.1 1028.5 �529.6 2
S100A �98.0 � 40.6 466.2 �564.1
F102A �93.6 � 39.9 455.3 �548.8 1
F103A �93.1 � 39.7 448.8 �541.8 1
L104A �47.6 � 38.4 489.1 �536.7 1
F105A �87.2 � 39.1 439.1 �526.3 1
C106A �141.4 � 39.9 418.8 �560.2 1
S107A �91.4 � 40.1 474.2 �565.5 1
E108A 142.6 � 37.3 701.9 �559.2

This journal is © The Royal Society of Chemistry 2016
in the formation of the complex. Another set of residues, such
as C23, F89, K90, K96, S100, F102, F103, L104, and F105, make
moderate contributions to assist complex formation. The only
exception is the C106A mutant in the TLR4 binding domain,
which has stronger binding affinity when mutated. Alanine
scanning mutagenesis suggests that C106 is less likely to
contribute to the TLR4/MD2/HMGB1S–S complex. Taken
together, these data build up a body of arguments in support of
the roles played by non-polar and van der Waals interactions in
maintaining the stability of the complex. Meanwhile, the
binding was strongly antagonized by positive polar solvation
contributions (Dpsol) and coulombic (Dcoul) contributions.
Overall, alanine mutations decreased polar solvation contribu-
tions with respect to the wild-type complex.
Discussion

HMGB1 plays a functional role as a signaling molecule that
informs other cells that damage or invasion has occurred.1
omain (residues 89–108) of active HMGB1S–S and the alanine mutants.
c terms; 5 van der Waals terms; 6 polar solvation terms; 7 non-polar

coul4 DvdW5 Dpsol6 Dnpsol7

407.8 � 100.1 �512.4 � 7.4 �953.5 � 97.7 �59.2 � 1.0
483.5 � 95.1 �476.6 � 7.7 967.0 � 93.3 �59.1 � 1.0
494.3 � 95.0 �447.4 � 9.7 962.7 � 93.2 �59.2 � 1.0
415.9 � 95.0 �481.6 � 7.2 982.1 � 93.8 �57.6 � 1.0
318.1 � 100.1 �512.1 � 7.5 �1775.9 � 100.1 �60.8 � 1.0
878.8 � 101.7 �502.5 � 7.1 75.0 � 94.7 �59.4 � 1.0
660.2 � 96.7 �484.1 � 7.5 �967.1 � 97.7 �59.0 � 1.0
278.5 � 93.1 �494.5 � 7.7 �1839.8 � 95.3 �58.1 � 1.1
987.4 � 97.7 �472.1 � 8.6 �1958.9 � 95.4 �57.5 � 1.1
1425 � 98.8 �505.0 � 7.6 �959.3 � 97.7 �59 � 1.1
396.6 � 100.1 �490.1 � 7.7 941.4 � 97.7 �58.8 � 1.0
400.7 � 100.3 �483.9 � 7.4 951.9 � 98.2 �57.9 � 1.0
416.4 � 99.5 �478.1 � 7.0 927.3 � 95.6 �58.6 � 1.0
401.8 � 95.7 �468.1 � 6.3 962.7 � 94.0 �58.2 � 1.0
377.9 � 99.7 �501.1 � 7.5 �959.1 � 97.6 �59.1 � 1.0
452.6 � 94.2 �506.4 � 7.6 978.5 � 93.4 �59.1 � 1.0
649.8 � 99.0 �500.2 � 7.4 52.1 � 95.0 �59.0 � 1.0

RSC Adv., 2016, 6, 100804–100819 | 100815
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Earlier studies have reported that the products of cellular injury
activate fundamental defense mechanisms, which are equiva-
lent to responses activated by molecules from pathogens.3

HMGB1 is a molecule with many faces, showing different
activities depending on its redox modications, with or without
hyperacetylation, during inammation and apoptosis.2 An
understanding of the conformational changes that occur in
HMGB1 during different redox states are essential of an
understanding of its function. Therefore, we generated models
and performed MD simulations on HMGB1S–S, HMGB1SH–SH,
and HMGB1SO3H, as well as the mutants HMGB1C23A,
HMGB1C45A, and HMGB1C106A. The simulated trajectory
suggests that, while the HMGB1S–S structure was stable, the
other models exhibited clear structural differences in both
stability and exibility. This observation is based on analyses of
the RMSD, RMSF, and Rg values of the structures sampled
during various simulations. A relatively steady Rg was main-
tained for HMGB1S–S, suggesting that the disulde bond
stabilizes the A domain throughout the simulation, which also
leads to a stable B domain. It is apparent that the disulde bond
plays a crucial role in the folding and structural stabilization of
HMGB1S–S. To further understand some of the interesting
structural characteristics of the HMGB1 domain movements,
we inspected structures that represent populated regions using
PCA. Fig. S2–4† highlight the dominant changes in motion
across two principal components in active and inactive HMGB1
redox states. It is observed that eigenvectors computed from
individual trajectories were varied in all the systems, which
further emphasize on differences in conformational landscapes
between the active and inactive HMGB1 conformations. This
difference in average eigen values across the rst two principal
components suggests a greater mobility of the inactive confor-
mations as compared to the active HMGB1. This may be due to
the disulphide bond between C23 and C45. The PCA also
suggests that the main direction of the motion of the domain is
different in the two proteins. Furthermore, our analysis sug-
gested that the active HMGB1S–S has coupled, non-contact
domain movements in both the A- and B-box domains.42 The
disulde bond effectively pins helix I and II in place, locking the
movements of the A domain. Such positioning appears instru-
mental in maintaining the precise geometry of the active site in
HMGB1S–S, while allowing a functionally oriented modulation
of the loops resulting from the relative motions of the two
subdomains. It is plausible that the reason truncated mutants
of the HMGB1 B-box protein preserve their cytokine activity
might be due to the maintenance of the precise positioning of
TLR4 binding domain loop in such mutants. In the case of
HMGB1SH–SH, HMGB1SO3H, HMGB1C23A, HMGB1C45A, and
HMGB1C106A, intrinsic loop movements affect the domain
movements, leading to a substantial loss of cytokine activity.
This distinctive conformation enables HMGB1S–S to bind to the
TLR4/MD2 complex, and thereby signal to induce cytokine
release. The FEL of the conformational states of HMGB1S–S

suggest that the changes were mostly in the linker and loop
regions. There was also a clear domain decomposition observed
for HMGB1S–S, with correlated and anti-correlated motions
present, in contrast to themodels of HMGB1SH–SH, HMGB1SO3H,
100816 | RSC Adv., 2016, 6, 100804–100819
HMGB1C23A, HMGB1C45A, and HMGB1C106A. The superimposed
structures of HMGB1S–S and other isoforms of HMGB1 are
shown in Fig. S9a–f.† The presence of fully reduced cysteines
clearly affected the B-box domain. Terminal oxidation of cyste-
ines changes the rearrangement in the A- and B-box domains,
which appear more compact. When the structures of stable
HMGB1S–S and the HMGB1C23A mutant were superimposed, it
was seen that the C23Amutation had affected the assembly of A-
box domain. When the structures of HMGB1S–S and the
HMGB1C106A mutant were superimposed, it was seen that the
global shape had been affected by the C106A mutation in the
TLR4 binding domain. This clearly suggests that shape of the
molecule was affected, including the orientation of the A- and B-
box domains. Other redox isoforms of HMGB1 do not bind to
MD2, and therefore do not activate the TLR4 system. The reason
for this is that the shape of the molecule is affected in these
isoforms.

One interesting thing to point out is that the disordered
regions in HMGB1 are the reason for its ability to engage diverse
receptors, including TLR2, TLR4, TLR9, and RAGE3 (receptor for
advanced glycation end products). Moreover, certain disordered
regions might serve as molecular switches in the regulation of
certain biological functions by switching to ordered conforma-
tion upon molecular recognition, as is the case for DNA
binding, protein–protein interactions, and other events.54 In
spite of their pronounced exibility, disordered regions can
adopt a xed three-dimensional structure upon binding to
other macromolecules. In the nucleus, HMGB1 binds to DNA in
a non-sequence-specic manner during transcription, and this
ability may also be due to the disordered region in the A-box
domain.55 An experimental study has suggested that the
binding sites in HMGB1 comprise a heparin-binding site (resi-
dues 2–10), an LPS binding site (residues 80–96) in the TLR4
binding domain, and a RAGE binding domain (residues 150–
183).56 In silico prediction also suggested that these are disor-
dered regions. These disordered regions are typically involved
in protein–protein interactions, playing crucial roles in signal
transduction. Flexible linkers allow the connecting domains to
twist and rotate freely, to recruit their binding partners or for
those binding partners to induce larger scale inter-domain
conformation changes via protein domain dynamics.57 The
RMSD results of linker 1 loop, the TLR4 binding domain, and
linker 2 loop suggest that they are especially dynamic regions in
the inactive HMGB1 species, in contrast to the active HMGB1S–S

(Fig. S10a–c†). The majority of proteins show strong correla-
tions between structure and dynamics.58 Many disordered
proteins have their binding affinity with their receptors regu-
lated by redox state modication.59 Thus, it has been proposed
that the exibility of disordered proteins facilitates the different
conformational requirements for binding to modifying
enzymes, as well as their receptors. Intrinsic disorder is
particularly enriched in proteins implicated in cell signaling,
transcription, and chromatin remodeling functions.54

With new insights in hand, we are poised to begin address-
ing the structural requirements for HMGB1 chemokine activity.
It has recently been claried that the redox state requirements
for HMGB1SH–SH to induce potent chemotactic activity,
This journal is © The Royal Society of Chemistry 2016
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recruiting neutrophils and monocytes to inammatory sites, is
distinctly different than that required for cytokine-inducing
activity.9 All three cysteines must be fully reduced for HMGB1
(HMGB1SH–SH) to elicit chemotactic activity. The loss of cytokine
activity in HMGB1SH–SH might be due to the loss of synchro-
nized domain movements, as well as rearrangement of the
active TLR4 binding domain. A possible basis for chemokine
activity is the high exibility of fully reduced HMGB1SH–SH,
which presents more dynamic linker loops compared to other
inactive forms (HMGB1SO3H, HMGB1C23A, HMGB1C45A,
HMGB1C106A) (Movies S2–S6†). Porcupine plot clearly shows the
difference in domain movement (Fig. S11†). This exibility may
provide a conformational state that is necessary for chemokine
activity. Another basis for such activity may lie in the disordered
regions of this protein. The free movement of linker regions
provides enough conformational freedom for certain activities.
However, this high exibility might also be the reason behind
the loss of cytokine activity, due to the loss of the precise
geometry required of the active site in the TLR4 binding domain
loop, and in the general the shape of the B-box domain.
HMGB1SH–SH enables formation of a heterocomplex with the
chemokine CXCL12 (stromal cell-derived factor 1), which
signals via the CXCR4 receptor complex in a synergistic mode.9

Although, it should be noted that the presence of cysteine
residues is not required for chemotaxis, since they can be
substituted with serine residues while preserving activity.9

Terminal oxidation of any of the cysteines by reactive oxygen
species completely abrogates the chemotactic activity.2

HMGB1SO3H loses both cytokine and chemotactic activity.
Maintaining the precise geometry of the active site in the TLR4
binding domain loop is important for cytokine activity. In the
case of HMGB1SO3H, the oxidation of C106 affects the domain
movement of the B-box domain, leading to inactivity. A
comparison of HMGB1SH–SH and HMGB1SO3H suggests that the
oxidation of C23 and C45 affects mobility of the A-box domain.
In the case of HMGB1SO3H, the distance between C23 and C45
was around 4 Å, while in case of HMGB1SH–SH, the distance was
about 3 Å (Fig. 2c). Perhaps the mobility of the A-box domain is
needed for chemotactic behavior. In case of HMGB1C23A, the
protein was less exibility as a whole and the mutation seemed
to affect the loop regions, including the TLR4 binding domain
(Movie S4†). The loss in secondary structural content of the
protein might result from the mutation of HMGB1C106A, leading
to a change in the active TLR4 binding domain loop, which in
turns affects the activity. The linker displays a reduced exibility
in the mutant, which is reected in the limited conformational
space sampled by the domain. It is worth noting that changes in
the redox state affect the domain movement. The most notice-
able change arising from altered HMGB1 redox states was found
in the TLR4 binding domain region. Importantly, our present
work allows the mapping of changes in protein dynamics under
different redox states. Although the time scale we used in MD
simulation is not enough to fully understand the biologically
important processes, we believe the following observations
from our study are helpful to understand the structural changes
in different states of HMGB1. The RMSD graph (Fig. 2) shows
that, aer 20 ns of MD simulation, all the HMGB1 states were
This journal is © The Royal Society of Chemistry 2016
equilibrated and deviated around 1 Å, except the mutated
HMGB1C23A and HMGB1C45A states. In addition, the eigenvec-
tors of the covariance matrix for protein atomic uctuations
also specied that the movement of proteins attained their
equilibrium in the rst ten eigenvectors. Though the intrinsi-
cally disorder proteins attained extremely exible conforma-
tions in the MD simulation, the time period of equilibrated
region can be considered for data analysis and subsequent
atomic exibility nature. In our study, 80% of the equilibrated
region was considered and used for further analysis. Moreover,
the free energy basin generated from the FEL graph also shows
that each HMGB1 structure produced a maximum of four free
energy minimum clusters and there was no wide range of
folding mechanism. Hence, we believe that 80% of equilibrated
time period is sufficient to understand the structural uctua-
tion and subsequent functionality.

First, we chose the lowest energy structure of active
HMGB1S–S from the FEL and docked it with a model of the
TLR4/MD2 complex. Furthermore, we performed MD simula-
tions and binding affinity calculations to predict the interaction
between HMGB1 and key residues in the TLR4/MD2 complex.
The docking results suggests that there are hydrogen bonds,
ionic interactions, as well as few hydrophobic interactions,
between TLR4/MD2 and HMGB1S–S. Our docked model also
suggests the presence of hydrophobic interactions between
MD2 and HMGB1S–S. This suggests that the hydrophobic
interactions play a key role in the binding of the MD2/HMGB1S–S

complex. The TLR4 binding domain loop of HMGB1S–S may
interact with TLR4/MD2, according to reported studies.2,3 Our
docking, MD simulation, and alanine scanning results have
suggested important residues in HMGB1 (C23, C45, F89, K90,
K96, S100, F102, F103, L104 and F105). Interacting TLR4 resi-
dues include D238, Q266, N268, D294, K146, K150, K147, K154,
Q135, D238, Q266, and D294. Interacting MD2 residues include
W23, S28, S45, N47, Q53, K58, and N158. The MM/PBSA results
suggest that both hydrophobic and van der Waals interactions
play a key role in maintaining the stability of the TLR4/MD2/
HMGB1S–S complex. HMGB1S–S was incapable of binding
directly to TLR4 in the absence of MD2, and this might be due to
the hydrophobic interactions, which along with other interac-
tions, are essential for keeping the complex stable. The docking,
MD simulation, and alanine scanning mutagenesis results
suggest that both C23 and C45 are important in the interaction
of the TLR4/MD2/HMGB1S–S complex. This suggestion is sup-
ported by experimental studies.12 Alanine scanning mutagen-
esis suggests that C106 is less likely to contribute to the TLR4/
MD2/HMGB1S–S complex. The reason for this could be due to
C106 facing away, unlike F103, L104, S107, and E108, which face
towards MD2 and form interactions (Fig. 10d). It seems from
our analysis that C106 doesn't bind to MD2 directly. However,
our study suggests that by maintaining the precise TLR4
binding domain geometry, C106 makes a signicant contribu-
tion, without which the interaction between these proteins is
not feasible. The docked complex of HMGB1 has undergone
conformational transitions, which is suggested when super-
imposed with the models of the lowest energy structures from
the FEL (Fig. S7†). Yang et al.3 reported that TLR4/MD2 is
RSC Adv., 2016, 6, 100804–100819 | 100817
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a mandatory HMGB1 receptor complex for cytokine production
inmacrophages, and that the interaction requires the HMGB1S–S

redox isoform, which binds the TLR4 co-receptor MD2 with
nanomolar avidity, similar to the binding of LPS which occurs at
another MD2 site. Our docked model also suggests that
HMGB1S–S binds to MD2, doing so at a site that differs from the
LPS binding site. MD2-decient macrophages have markedly
reduced levels of HMGB1-mediated nuclear factor-kB (NF-kB)
translocation and tumor necrosis factor (TNF) release.50 The
reason for the reduced release could be that the support
provided by MD2 is substantial, without which the interaction
with TLR4 will be very weak. Yang et al. suggested that inhibition
could be achieved using a novel peptide (P5779), which could
bind to the hydrophobic pocket of MD2, forming maximal van
der Waals interactions with the surrounding hydrophobic resi-
dues of MD2. According to Yang et al., this would likely inhibit
interactions with HMGB1S–S.50 It is not clear from our docked
model how the suggested docked peptide interactions could
inhibit the interactions of HMGB1S–S with TLR4/MD2. Consid-
ering the limitations in experimentally detecting the post-
translational modications of HMGB12, our study provides
valuable insights into the biology of HMGB1. Moreover, the
structural determination of TLRs remains difficult and time-
consuming, and thus in silico studies are very helpful for
understanding their molecular interactions. In summary, we
provide a comprehensive picture of the structural and dynamic
consequences of different redox states for HMBG1, as well as the
molecular interactions of the TLR4/MD2/HMGB1S–S complex.
Our study may provide key insights into HMGB1 function, and
may inform the development of rational therapeutics.
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